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IDRM -> DRM1 changes 
•  Details from most recent SDT meeting 
•  Telescope aperture: 1.275m -> 1.2m 

–  Changes image FWHM from 0.265” to 0.280” for a typical 
exoplanet microlensing survey star 

•  Telescope throughput increased by 14% (cancels with 
aperture reduction 

•  Imager goes from 4×7 to 4×9 =>  29% increase in 
detector area 

•  Detectors have 2.5µm long wave cutoff instead of 2.1µm 



New Detection Rate Calculations 
•  Assumes the same passbands as before 
•  N⊕ : 127.3 -> 143.8 

–  # of Earth-mass planets in 2 year orbits found if every star has one 
–  12.9% increase 

•  Predictions based on an input exoplanet mass function: 
–  Total number of planets: 3850 -> 4342  - 12.8% increase 
–  sub-Earth planets: 317 -> 358 – 12.8% increase 
–  sub-10-Earth planets: 1483 -> 1674 – 12.9% increase 

•  Solar system analogs: 
–  terrestrial:  277 ->  313  – 13.0% increase 
–  gas giants: 3200 -> 3599 – 12.5% increase 
–  ice giants: 84.4  -> 95.4 – 13.0% increase 

•  Habitable planets: NHZ : 27.2 -> 30.7 – 12.7% increase 



WFIRST Microlensing Figure of Merit 
•  FOM1 - # of planets detected for a particular mass and 

separation range 
–  Cannot be calculated analytically – must be simulated 

•  Analytic models of the galaxy (particularly the dust distribution) are insufficient 
–  Should not encompass a large range of detection sensitivities. 
–  Should be focused on the region of interest and novel capabilities. 
–  Should be easily understood and interpreted by non-microlensing 

experts 
•  (an obscure FOM understood only be experts may be ok for the DE programs, 

but there are too few microlensing experts) 
•  FOM2 – habitable planets - sensitive to Galactic model 

parameters 
•  FOM3 – free-floating planets – probably guaranteed by FOM1 
•  FOM4 – number of planets with measured masses 

•  Current calculations are too crude 



Figure of Merit 

FOM ≡ (N⊕NHZN ff N20%)
3/8 ∝T 3/2

1.  N⊕: Number of planets detected (at Δχ2=160) with a M=M⊕ and P = 2 yr, 
assuming every MS star has one such planet. 
•  Region of parameter space difficult to access from the ground. 
•  Uses period rather than semimajor axis as P/RE is a weaker function of 

primary mass than a/RE.    
•  Designed to be diagnostic of the science yield for the experiment.  If 

mission can detect these planets, guaranteed to detect more distant 
planets 

2.  NHZ: Number of habitable planets detected assuming every MS star has 
one, where habitable means 0.5-10MEarth, and [0.72-2.0 AU](L/Lsun)1/2 

3.  Nff: The number of free-floating 1MEarth planets detected, assuming one free 
floating planet per star. 

4.  N20%: The number of planets detected with a M=MEarth and P=2 yr for which 

the primary mass can be determined to 20%.  



Why Doesn’t Rate Scale with (FOV)1 ? 

•  Microlensing rate ~ (FOV)0.48 
•  Rate ~ (star density)2 

•  according to our model, only lower rate fields are 
available after the 1st 2 deg2 

•  It is unclear to what extent this is an artifact of my 
assumptions 
–  M. Penny has a different  
–  perhaps rate ~ (FOV)0.75 



Microlensing Optical Depth & Rate 
•  Bissantz & 

Gerhard (2002)  
τ value that fits 
the EROS, 
MACHO & 
OGLE clump 
giant 
measurements 

•  Revised OGLE 
value is ~20% 
larger than 
shown in the 
plot. 

•  Star density 
scales with 
optical depth! 

WFIRST	





Select Fields from Microlensing Optical Depth 
Map (including extinction) 

Optical Depth map from Kerins et al. (2009)    in I-band with peak I < 19 
contours are 1, 2, & 4×10-6      (fraction of sky covered by Einstein rings) 



Microlensing Rate vs. Passband: I 

Microlensing simulations using the Besancon population synthesis  
Galactic model (Kerins, Robin & Marshall 2009)             Is < 19 



Microlensing Rate vs. Passband: J 

Microlensing simulations using the Besancon population synthesis  
Galactic model (Kerins, Robin & Marshall 2009)             Js < 18 



Microlensing Rate vs. Passband: K 

Microlensing simulations using the Besancon population synthesis  
Galactic model (Kerins, Robin & Marshall 2009)             Ks < 17 



Comparison with OGLE-III 

OGLE-III fields 

I band 

MOA-II field gb6 (in red) has a very small detection rate, so model isn’t 
perfect. 



More Data Needed 

VVV survey not complete, 
but more data this year 

R. K. Saito et al.: VVV DR1

Fig. 4. 5σ magnitude limits of the catalogues in the J- (top panel) and H-bands (bottom panel). The notation is similar to that presented in Fig. 3.

Fig. 5. 5σ magnitude limit of the catalogues in the Ks band (top panel) and for the variability campaign (also performed in the Ks band, bottom
panel). The colour scale is the same in both maps. Different strategies between the regular Ks observations and the variability campaign causes
that in disk fields the variability data show shallower photometry. The notation is similar to that presented in Fig. 3.

of NDIT (number of detector integration time) exposures lasting
DIT (detector integration time) seconds each. The total exposure
times for bulge and disk tiles are given in Table 3.

2.4. Data processing

The VVV observations were pipeline-processed within the
VISTA data flow system (VDFS) pipeline at the CASU (Lewis
et al. 2010). The processing was performed on a night-by-night
basis, and consisted of the following data reduction steps exe-
cuted in the order described.

The mean dark current exposure, taken with the same DIT
and NDIT values, is subtracted from each image.

A linearity correction is applied for individual detectors us-
ing information on the readout time, exposure time, and the reset

image time. A “reset” exposure of 1.0 s for every exposure is
subtracted from each exposure within the data acquisition sys-
tem, prior to writing the image to the disk.

The flat-field correction is made by dividing by a mean twi-
light flat-field image to remove small-scale quantum efficiency
variations and the large-scale vignetting profile of the camera,
as well as to normalize the gain of each detector to a common
median value.

The sky background correction removes the large-scale spa-
tial background emission. Tests made with the science verifi-
cation observations showed that 12 exposures (six pawprint ×
two jitters) taken for each VVV tile do not yield good sky sub-
traction because of severely crowded fields, leaving “holes” at
the positions of bright stars or very crowded regions with many
overlapping stellar PSFs. Therefore a sky background map is
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More Data Needed (2) 

IRSF (2006) survey too small; Red Clump only identified in shaded region 

WFIRST probably needs J-band colors In the cluster method, we expect the difference between the
observed and absolute magnitudes to be the same for every clus-
ter star except for differences produced by variations in the amount
of interstellar extinction along the line of sight to each star (Mihalas
& Binney 1981). Therefore, photometry and the determination
of the spectral type of each star is necessary to derive the slope
Rk ¼ Ak /Ek 0"k. Here the amount of interstellar extinction is dif-
ferent, but the interstellar extinction law, and furthermore the
property of interstellar dust, is assumed to be identical between
the lines of sight. In the real world, we should note that the ex-
tinction Ak might be nothing but an average of possibly variant
extinction due to variant dust grains integrated over the whole
line of sight.

In the RC method, while this assumption is similarly applied,
we select RC star candidates from the CMD and do not have to
perform spectroscopy. We can obtain Rk directly from the ob-
served data, and therefore Rk can bemuchmore reliable than that
obtained by the extrapolation of the extinction curve in the CD
method. The reliable Rk provides the absolute extinction Ak,
which is exactly what we want to know. While visible observa-
tions of RC stars are restricted to a few windows of low extinc-
tion, we can observe highly reddened RC stars at fields very close
to the GC in the infrared. Thus, we can use the RC stars near the
GC to determine the infrared extinction law very accurately and
compare the results with the past determinations for the GC and
other lines of sight.

In this paper, we have determined the ratios of total to selective
extinction AKs

/EH"Ks
, AKs

/EJ"Ks
, and AH /EJ"H , and the ratio of

absolute extinction AJ :AH :AKs
, by adopting the RC method to

investigate the extinction law toward the Galactic center.

2. OBSERVATIONS

Our observations were obtained in 2002March–July and 2003
April–August using the near-infrared camera SIRIUS (Simul-

taneous Infrared Imager for Unbiased Survey; Nagashima et al.
1999; Nagayama et al. 2003) on the IRSF (Infrared Survey Fa-
cility) telescope. IRSF is a 1.4 m telescope constructed and oper-
ated byNagoyaUniversity and SAAO (South AfricanAstronomical
Observatory) at Sutherland, South Africa. The SIRIUS camera
can provide J (1:25 !m), H(1:63 !m), and Ks(2:14 !m) images
simultaneously, with a field of view of 7A7 ; 7A7 and a pixel scale
of 0B45.
Over the period 2002–2003, about 800 ; 3 (J;H;Ks) images

were obtained over jljP 2N0 and jbjP 1N0 (see Fig. 1). Our obser-
vations were obtained only on photometric nights, and the typical
seeing was 1B2 FWHM in the J band. A single image comprises
10 dithered 5 s exposures.

3. REDUCTION AND ANALYSIS

Data reduction was carried out with the IRAF (Imaging Re-
duction and Analysis Facility)9 software package. Images were
prereduced following the standard procedures of near-infrared
arrays (dark frame subtraction, flat-fielding, and sky subtraction).
Photometry, including point-spread function (PSF) fitting, was
carried out with the DAOPHOT package (Stetson 1987).We used
the daofind task to identify point sources, and the sources were
then input for PSF-fitting photometry to the allstar task. About
20 sources were used to construct the PSF for each image.
Each imagewas calibratedwith the standard star 9172 (Persson

et al. 1998), which was observed every hour in 2002 and every
half-hour in 2003. We assumed that No. 9172 has J ¼ 12:48,
H ¼ 12:12, and Ks ¼ 12:03 in the IRSF/SIRIUS system. The
average of the zero-point uncertainties was about 0.03mag in the
three bands. The averages of the 10 " limiting magnitudes were
J ¼ 17:1, H ¼ 16:6, and Ks ¼ 15:6.

Fig. 1.—Observed area and fields used for data analysis. Each square consists of nine SIRIUS fields. Only the hatched regions were used for the data analysis in this
paper. The white squares are the regions where the magnitude and color of RC stars were not reliably determined due to large extinction.

9 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy, Inc.,
under cooperative agreement with the National Science Foundation.
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